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The Graduate School of Empirical and Applied Linguistics (GSEAL) at WWU Münster will be hosting a digital conference on Linguistic Representations and Language Processing (LIR-LAP) with a special focus on currently used methods and approaches. Our 3-day conference will take place on March, 25-27, 2021 via Zoom. We highly encourage junior/early stage career researchers interested in psycholinguistics, language acquisition and cognitive linguistics to submit their contributions. Our particular focus is methods currently used (or newly introduced) for studying cognitive processes at different levels of language, from phonological representations and syntactic processing to the processing of pragmatic features and discourse structures. Our research interests include but are not restricted to: how variational linguistic features are being processed and acquired, the role of context in language processing, including processing of discourse features, language processing and intonation, language processing and language acquisition in multilingual speakers.

We welcome contributions focusing on the development of stimuli, useful tools and software in research, as well as best practice examples in interdisciplinary studies.
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Fine phonetic detail in the context of social variation

Kiezdeutsch may be the far better known term for what might by now be also called urban German or just STREET. We have worked on the phonological features and the fine phonetic implementations of them in the Berlin variety of urban German, spoken predominantly by younger multi-ethnic adolescents but also mono-ethnic Germans from different neighborhoods in Berlin. Over the course of our work, we have conducted production studies, perception tests and attitude estimations with a wide variety of participants. The range of work included classic sociolinguistic interviews, categorical perception test and an Implicit Association Tasks (IAT). In this talk, we will give an overview of our questions asked and our methods chosen to answer them. Moreover, we will let you in our very first preliminary insights from our work on Register.
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The time course of the adoption of novel phonological variation

The relationship between community-level synchronic variation and community-level diachronic change has been the cornerstone of sociolinguistic research since [1]. But what about the individuals, who make up these communities? The present paper focuses on them: what is the time course by which an individual adopts a novel phonological variant into their own grammar? This paper makes use of three on-going sound changes in Dutch to investigate the individual adoption of community sound change over time. These changes are the diphthongization of /e:,ø:,o:/ to [ei,øy,ou] ([1,2]), the blocking of diphthongs before coda /l/ ([3,4]), and the gliding of coda /r/ to [r] ([5]). These changes are regionally stratified: they have effectively completed in the Dutch spoken in the Netherlands (‘Netherlandic Dutch’, ‘ND’), but have not taken place in the Dutch spoken in Belgium (‘Flemish Dutch’, ‘FD’). This makes it possible to perform laboratory experiments with sociolinguistic migrants (‘SMs’): in this case, speakers of FD who migrated to the Netherlands postadolescence. Two studies are reported: one small-scale and longitudinal, and one large-scale and cross-sectional.

The longitudinal experiment followed ten FD SMs who had lived in Flanders for their whole lives, and who had moved to the Netherlands to start their university studies there. Over the course of nine months, participants took part in three sessions of laboratory experiments focused on their production and perception of the sound changes in question. These results show robust differences between the groups, that do not diminish over time.

A follow-up experiment was performed on a larger scale and over a larger timespan. The same experiments were performed with 45 SD speakers in the Netherlands, 45 FD speakers in Flanders, and 18 SMs who have lived in the Netherlands for multiple years to multiple decades. These results show that the SM group as a whole has partially adopted the SD sound changes in both production and perception. An individual-level analysis based on the by-participant random-slope coefficients reveals that the group pattern is partially misleading, in that the group average of partial adoption is due to the combination of individuals who have changed significantly, and those who have not.

The combined results of these two studies provide clear evidence: nine months is not long enough, but multiple years are. This corroborates previous research, e.g. [NZE]. There is also an important novel finding: individual differences in this process can eclipse group-level effects. Methodological and sociolinguistic innovations are discussed.
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The perception of word-initial obstruent clusters in Najdi Arabic

Najdi Arabic (NA), a dialect spoken in central Saudi Arabic, unlike Standard Arabic, allow initial consonant clusters (Alqahtani, 2014; Ingham, 1994). None of the past research, to our knowledge, studied the perception of these clusters nor provided a comprehensive acoustical analysis of all the consonant cluster patterns. This paper aims to fill up this gap in the NA phonology by investigating the perception and production of the bi consonantal word-initial obstruent clusters, which are considered the most complex type of the consonant clusters that occur in few languages (Morelli, 1999), by addressing the following questions: (1) Can Najdi Arabic speakers produce word initial obstruent clusters? (2) Can Najdi Arabic speakers perceive word initial obstruent clusters? (3) Are there differences in the production and perception patterns?

A within-subject design was employed in which forty-six Najdi Arabic speakers (33 female-14 male) aged 18–50 years, participated in the study. Two methods were employed, a shadowing task and an AX discrimination task. The stimuli for the shadowing task were 66 lexical real words that represented all types of obstruent clusters: Fricative-Fricative, Fricative-Plosive, Plosive-Fricative, and Plosive-Plosive. The AX discrimination task investigated the perceptual distinction of initial obstruent clusters and non-clusters. The same stimuli used in the shadowing task were reemployed in the AX discrimination task. The stimuli were pairs of the same word in two syllable structure: CVCVC and CCVC, for example, /kibar/ and /kbar/. The task involved four possible trial orders (AX,XA,AA,XX), which contained an equal number of same and different trials, totaling 66 x 4 = 264 trials. The experiment was run in PsychoPy VI.82.01 (Peirce et al., 2019). This study will contribute to unveil the phonetic realizations of the initial obstruent clusters based on perceptual stimuli which can be accounted for by theories of perceptual phonology. The study is on-going and a finalized version of the abstract will be forward to colloquium at a later date prior to the colloquium.
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The acquisition of reference in a German-Polish bilingual child. A longitudinal study on the interaction between morpho-syntax and pragmatics

To realise the referring potential of linguistic expressions, special linguistic means have to be used. German and Polish grammars differ dramatically in this regard. The referential system of German is mainly based on the opposition of definite and indefinite articles while Polish, a language with no articles, does not have a grammaticalized distinction between definite and indefinite NPs. Under specific circumstances, demonstrative or indefinite pronouns can be combined with nouns. Global means, such as aspect opposition and word order also have an impact on the interpretation of referring expressions (Sadziński, 1995).

The aim of this talk is to identify developmental patterns involved in the construction of reference systems in German and Polish as simultaneously acquired first languages. More precisely, we want to investigate and compare form-function associations in both referential systems at a given stage of development and over time. On the basis of a longitudinal corpus consisting of regular video recordings in both languages, we examine the acquisition of referential means in a bilingual child between age 2;0 to 4;0. We also aim to determine whether the bilingual acquisition of two different reference systems shows traces of cross-linguistic influence. The data of the bilingual child will therefore be compared to data from a monolingual Polish child.

The talk focuses on the expansion of the NP in both languages. The bilingual acquisition of reference starts around the age of 1;5 with deictic pronouns like das (G: ‘this’), to (Pl: ‘this’) and bare nouns in both languages. Formal reference markers are acquired gradually. At the age of 2;1, definite NPs progressively replace bare nouns in German. Indefinite NPs follow at 2;4. The observation that definiteness occurs before indefiniteness in German is contrary to what is described in the literature on the acquisition of reference in article languages (e.g., Bittner, 1998). In Polish, nouns with determiners equally appear at 2;4, albeit less frequently than in German. Demonstrative determiners (e.g. ten N, ‘this N’) outweigh indefinite pronouns (jakiś N, ‘some N’). This acquisition pattern shows that definiteness is of particular importance to the bilingual child.
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What day-long audio-recordings can tell us about children's vocal development

Although previous work suggests child vocalization changes on a universal maturational schedule, this has been studied in only a handful of languages (Cychosz et al., 2019). Researchers tend to concentrate on samples from Western, Educated, Industrialized, Rich, and Democratic (WEIRD) countries (Henrich et al., 2010), which represent communities with only a very limited range of language families: particularly, out of the 7000 languages in the world, we have data on phonological development for fewer than 30 (Loukatou, 2020). In fact, this lack of linguistic diversity in studies seriously affects our understanding of early language development and possibly leads us in the wrong direction. But it is understandable given that the standard methods to study phonological development require laboratory-level recordings, transcriptions, and a thorough understanding of the language’s phonological and linguistic system. Although that would be ideal, we explore here a method that is easy to extrapolate to other communities and cultures, and which does not require heavy investment from the families or the local community, nor a great deal of knowledge about the language itself.

We collected daylong audio-recordings of 111 children (aged 1-40 months) primarily exposed to one of 12 different languages in a naturalistic setting through the use of lightweight portable recording devices that children carried with them. Data annotation for this audio corpus was carried out in one of two ways: 1) utterances by the child were automatically extracted using the LENA proprietary software (Xu et al., 2009), and annotated by citizen scientists on the Zooniverse platform into canonical (containing speech-like consonant-vowel or vowel-consonant sequences) and non-canonical (including only vowels or weakly articulated consonants; Cychosz et al., 2019). 2) Utterances by the child were detected and categorized by interns trained on these tasks. In both cases, we derived canonical proportion, a crucial index of phonological development (Oller et al., 1998), defined as Canonical/(Canonical+Non-Canonical). Individual languages were classified into low, moderate, and high phonological complexity based on syllable complexity, consonant inventory, and vowel inventory (Maddieson, 2005).

Preliminary data show that the canonical proportion varies with languages’ syllable complexity, but not phonological inventory. This effect is compatible with an explanation whereby consistency in syllable structure, rather than simplicity in the phonological inventory, facilitates children’s development of canonical syllables. Nonetheless, this work highlights the importance of studying more diverse languages and cultures. Such research is necessary for the field to gain a more objective and universally valid image of child development.
Semantic transparency is used in psycholinguistic experiments as a measure of how much the meaning of a complex word overlaps with that of the underlying base word, e.g. how strongly *comporter* (‘to behave’) is semantically related to *porter* (‘to carry’) (Rastle et al., 2000; Smolka et al., 2018). A central question that arises when creating stimulus materials for these experiments is how semantic transparency is measured. Although a large number of studies rely on human ratings, where native speakers are asked to rate word pairs on a transparency scale, more recently, computational measures have come into use. Using vector semantic models, semantic transparency is calculated on the basis of large corpora (Marelli & Baroni, 2015). Although both methods are intended to measure the same variable, they are based on two radically different approaches, and recent studies have called into question the interchangeability of the measures (cf. Auch et al., 2020).

The present study sets out to determine to what extent computational measures of semantic transparency are able to reproduce behavioral measures. To this end, two measures of semantic transparency for complex verbs in French, namely semantic association ratings by native speakers and semantic similarity vectors computed on the basis of vector semantic models ( Günther et al., 2015), are compared. A list of 46 base verbs is selected from the Lexique 3.8 database (New et al., 2004). Each base verb is paired up with two to five morphologically related prefix verbs. For the behavioral measure of semantic transparency, native speakers of French are asked to rate how strongly the meaning of the complex verbs is related to the base verbs on a seven-point scale. For the computational measure of semantic transparency, cosine similarities between semantic vectors of the base verbs and the complex verbs are computed from LSA/HAL spaces for French provided by Günther et al (2015).

The results show that the two measures differ across verb pairs and prefixes, strongly suggesting that computational measures cannot be used interchangeably. The aim of this talk is to explore possible explanations for this difference and implications for using these measures for the creation of stimulus materials for psycholinguistic experiments.
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While the recording of eye movements to study language comprehension has become a well-established method in psycholinguistics (e.g., Huettig, Rommers, & Meyer, 2011), the method of eye-tracking during production has rather been neglected. This seems surprising as research could demonstrate a similar link between eye gaze and processing; see Meyer, Sleiderink and Levelt (1998) for picture naming or, for the description of scenes, Griffin & Bock (2000). We aim to demonstrate that this link between eye gaze and speech provides us with a useful tool to study sentence planning, especially in combination with attention manipulation techniques.

In a series of sentence production studies combined with eye-tracking, we presented German speakers with black-and-white line drawings depicting a transitive event (e.g., vampire hitting cowboy), which they had to describe in one sentence. We controlled that referents did not differ in visual salience and were displayed in equal distance to each other. All nouns used as agents and patients were similar in phonological and morphological complexity and frequency. Prior to scene onset, we cued the patient referent by means of a perceptual cue (a dot), so it became more prominent as opposed to the agent; see Figure 1 (p. 36) for an illustration of the procedure in Schlenter et al. (under review). After around 200 milliseconds (ms) it takes to initiate a saccade, speakers showed an immediate preference for looking to the agent when producing an active clause. This agent preference was reversed when speakers produced a passive clause. The eye gaze pattern observed in an early time window (200–600 ms after scene onset) indicated that our German speakers planned the sentence lemma by lemma (linear incremental planning). If our speakers had started with the relational encoding of the event (hierarchical incremental planning), they should have been equally likely to fixate the agent and patient (for a recent overview of sentence-planning strategies and analyses windows, see Konopka et al., 2018). We saw evidence for linear incremental planning also in an experiment in which we presented speakers with an informative cue, a picture of the patient (see Figure 1 right side). There we tapped into a later processing stage, that is, after the patient lemma was accessed.

We will discuss how analyses of eye gaze relative to speech onsets can help to differentiate between sentence-planning strategies, what are the challenges and how attention manipulation techniques can be used to unravel the processes underlying sentence production.
The relationship between sentence processing and cognitive demand has received a lot of attention in the past decades. In valency theory, some elements of the sentence are determined by the verb either in terms of their form or by their presence (Herbst & Schüller 2008). It has to be said that little attention has been paid to the processing of such fundamental categories in the theory of syntax. On the one hand, this is remarkable since given the amount of research, we still do not know whether this distinction is psychologically real, or whether it only serves a lexicographic and pedagogical purpose. On the other hand, there is a consensus among linguists about the problematic character of the distinction itself even on a more theoretical level (Dowty 2000; Hoffmann 2007; Herbst & Schüller 2008). Therefore, this study attempts to explore whether complements and adjuncts are associated with different kinds of processing. To answer the research questions, an experiment consisting in a mouse-controlled reading task has been designed. 15 complement/adjunct pairs were used for the study (The teacher made the girl *sing to the class* yesterday. vs. They often *sing in the church* on Sundays). The target units (complements and adjuncts) were controlled for length and frequency. To the best of our knowledge, this is a new method in psycholinguistic research.
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How does the interaction between task related parameters affect results of cued language switching experiments?

The inconsistencies in the findings of cued language switching experiments call into the need to examine how the task related parameters affect experiment results (Bobb & Wodniecka, 2013). The contribution of individual factors has been examined separately (for participants’ language proficiency, see Costa, Santesteban, & Ivanova, 2006; Schwieter & Sunderman, 2008; for participants’ non language cognitive abilities, see Linck, Schwieter, & Sunderman, 2012; for the types of stimuli, see Declerck, Koch, & Philipp, 2012; for the differences in trial intervals, see Verhoef, Roelofs, & Chwilla, 2009), but how the interaction between these factors affects the experiment results remains under studied.

This study investigated how the interaction between stimulus type and cross language typological proximity affects the results of a cued language switching naming experiment. Chinese (L1)-English (L2)-French (L3) trilingual participants switched between two languages to name pictures and digits in mixed blocks. The three possible language combinations were all tested. The results show that (1) switching costs were largest between L2 and L3, two typologically more closely related languages, confirming the previous findings that switching costs can vary systematically with the language distance (Deibel, 2020). In terms of the pattern of switching costs, asymmetric switching costs into L1 were found between L1 and L3, but between L1 and L2, the asymmetry was larger into L2. The switching costs between L2 and L3 were symmetric. This raises the possibility that different language control mechanisms are applied, depending on language distance and relative language proficiency. The results also show that (2) not only were the different types of experiment stimuli processed differently (i.e., digits were processed faster), they also modulated the switching costs. More specifically, the switching costs between L2 and L3 were significantly bigger with the digits, and the magnitude of the asymmetric switching costs between L1 and L3 was also significantly larger with the digits. Confirming that the difference between digits and pictures can be attributed to phonology (cf. Declerck et al., 2012), such results also suggest that digits are represented qualitatively differently from other verbal responses. The implications of the interactions between stimulus type and cross language typological proximity are discussed in terms of how to put cued language switching experiments in perspective when investigating bilingual language control.
Over the last fifteen years, a large body of evidence has accumulated pointing to L2 learners’ difficulty in mastering syntactic phenomena at the interface with discourse constraints. Several studies linked this acquisition challenge to the processing cost inherent in coordinating information from different grammar modules in real time. However, whereas processing effects were identified in on-line studies involving the comprehension of a variety of phenomena (anaphora resolution, scrambling, left-dislocation), little is known with regard to the interplay between learners’ performance at the syntax-discourse interface and processing effort in L2 production. To fill this gap, the present study addresses the question whether there is a relationship between indicators of writing fluency and the syntax-discourse make-up of learner written compositions. More concretely, our general aim is to establish whether learners’ ability to use a wide range of syntactic structures for enhancing textual coherence translates into a more fluent orchestration of the writing process.

In order to gain insight into learners’ cognitive performance while writing, process data were obtained using the keystroke-logging software Inputlog, which has been developed to record all keyboard and mouse activities during text production. Keystroke-logging data were collected from an experiment among 30 intermediate-to-advanced L2 learners of German who wrote an expository text. Focusing on product features, all texts were segmented into clauses, which served as reference units for coding a measure of textual coherence and an index of syntactic diversity. Textual coherence was calculated based on two subsets of cohesive devices: anaphoric reference and discourse connectors. With respect to syntactic diversity, an overall score was derived from seven sublevels: clause type, sub-clause type, finiteness, voice, verb valency, number of adjuncts and constituent order. Turning to process features, fluency was operationalized in terms of pausing behavior and measured based on length and location of pauses (within word, between words and between sentences).

Pearson’s correlations were calculated between product and process features, which revealed a significant negative relationship between both measures of textual coherence and syntactic diversity on the one hand and mean length of pause at lower linguistic levels (within word and between words) on the other hand. These findings are in line with previous studies demonstrating that less experienced L2 writers tend to allocate more processing resources to lower-level issues (spelling, lexical retrieval) at the cost of more complex processes such as clause/sentence structure and discourse organization.
Comparing online and offline data in different types of language users

Online data, that is, data that reveal insights into language processing while it is taking place, and offline data, that is, data that assess final interpretations, judgments or produced utterances, provide complementary insights into language users’ linguistic knowledge. The differences are related to the different reflections of implicit and explicit processes in both types of measures: Online data provide insights into implicit knowledge while it is put to use, while offline data may reflect both implicit and explicit knowledge about language.

Crucially, the relation between online and offline data may be different in different types of language users, as is the relation between implicit and explicit knowledge. I will provide examples from studies with first and second language child and adult language users to illustrate the different possible relations, and discuss how these differences could be taken into account in empirical studies in a systematic way.
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Intonation languages signal postlexical meaning by using intonation (phrasing and pitch accents). This leads to the situation in which the same string of words can have different interpretations, such as an information-seeking or a rhetorical question (e.g., Wer studiert denn Linguistik?). In the autosegmental-metrical theory, intonation is annotated by a sequence of low and high tonal targets (L*, H*), whose alignments with the stressed syllables differ. In German, for instance, there are six different pitch accent types. It is difficult to tell whether differences in accentedual realization are phonetic or phonological in nature. I present a study, in which we assessed the linguistic status (i.e., phonological vs. phonetic) of three different kinds of rising-falling contours that have recently been observed in German wh-questions (Braun et al., 2019). I first show data from two kinds of imitation tasks (immediate vs. delayed imitation) and then present judgements on the (connotative) meaning of the different rising-falling contours. In the talk, I will discuss methodological and phonological issues.
Infants face several obstacles acquiring language: what are native sounds, words, and the words’ relations to objects? Previous studies have shown that during the first year of life, infants’ ability to discriminate native sounds increases, while their ability to discriminate non-native sounds decreases. This effect of perceptual narrowing has been shown for consonants (e.g., Werker & Tees, 1984), vowels (e.g., Tsuji & Cristia, 2014), and lexical tones (e.g., Mattock & Burnham, 2006). Lexical tones are characterized by changes in pitch leading to alternation of meaning on the lexical level. In non-tone languages, however, variation in pitch affects the post-lexical level. Pitch is relevant at the linguistic and paralinguistic level, i.e., encoding information about illocutionary type and interactional aspects, such as emotions.

Because of its different functions, pitch provides a basis to study the development from universal to language-specific perceptual abilities. Previous studies have shown that non-tone language-learning infants’ perceptual sensitivity to lexical tone decreases during the first year of life (Mattock & Burnham, 2006), but then increases again in the second year of life (Götz et al., 2018, Liu & Kager, 2014). However, this rebound effect is not reflected in word learning: non-tone language-learning children do not associate pitch lexically (e.g., Burnham et al., 2018). Taken together, these results suggest that lexical tone perception is not affected by perceptual narrowing, but rather by functional narrowing. The following study is intended to deepen the understanding of the function of pitch in the language acquisition process and aims to tackle the particular question: how do young children aged 3 to 4 years interpret pitch differences? To answer this question, we will present children with two auditory stimuli that only differ in pitch contour and with two pictures of the corresponding object that only differ in color (Figure 1, p.36). The task is to choose one of the items. The auditory stimuli are monosyllabic German words and non-words bearing either an H* L-% (statement) or L* H-% (question) nuclear pitch contour. Contour, color, and position on screen will be counterbalanced. Our hypothesis is that if children identify pitch as a relevant cue, their decision will be influenced by the contour, i.e., they will select items that match the statement contour but not those items with the question contour. At the time of the conference, we hope to be able to present first adult results validating the method.
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Alternative questions (altqs) and disjunctive yes-no questions (dynqs) in English and Arabic are string-identical (Pruitt & Roelofsen, 2013). For example, *do you have a mobile or an iPad?* can be interpreted either as an altq or a dynq in English. These two readings are disambiguated by prosody such as accent distribution and the shape of the final intonation contour; with final falling intonation [\] the question is perceived by listeners as an altq, but with rising intonation [/], it is considered a dynq. One reason why altqs and dynqs may need to be disambiguated by prosody in English is that there is only one disjunctive element (DE) (or), that can be used in both types of questions. Little is known about the disambiguating cues in other languages.

Dayal (2016) suggests that it is only prosody that is responsible for the disambiguation and implies that this is a universal tendency across languages. Meertens (2019), on the other hand, proposed that languages disambiguate altqs and dynqs in one of the three ways: prosody-alone, disjunction-alone, or combination of both. A perception study from four Arabic dialects (74 Jordanian (JA), 52 Egyptian (EA), 70 Kuwaiti (KA), and 48 Syrian (SA) Arabic) showed that Arabic dialects fit three different types. Type 1 includes dialects in which the two disjunctive elements seem each to be specialised to a specific disjunctive question (to one meaning each). Type 2 comprises dialects in which there is an indication that one disjunctive element is specialised to one type of disjunctive question while the other is not (i.e., one disjunctive element is specialised, and one is general). This type could in principle be divided into Type 2A in which the specialised disjunctive element maps to altqs, and Type 2B in which the specialised disjunctive element indicates dynqs. Type 3 includes dialects show no specialisation of disjunctive elements (i.e., both disjunctive elements are general) (see author, 2020). JA, EA, and KA were found to belong to Type 2A, and SA to Type 3. This typology was explored against a literature review of nine languages, including Mandarin, Korean, Turkish, Finnish, Basque, etc., and was able to accommodate all these languages, suggesting universal application. An interesting observation is that there was no language belonging to Type 2B. Additional details about more languages will follow in the presentation.
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In my PhD thesis I will be examining L1 processing of form-similar cognates belonging to Croatian general academic vocabulary with unbalanced trilinguals, foreign language learners of two languages (English and German). I would like to present the rationale behind it and the methods I have chosen to use to investigate this topic.

General academic vocabulary includes words with abstract meanings, used across disciplines, not specific to any given scientific field. Despite the abstractness of the register, the processing of form-similar cognates (such as parcijalan/partial/partiell) over non-cognates in that register could be facilitated in late multilinguals, just as it is the case with concrete cognates in various research paradigms (e.g., in L1 word association, van Hell & de Groot 1998; in L1 lexical decision, van Hell & Dijkstra, 2002; or in L1 sentence reading, Lemhöfer, Huestegge, & Mulder 2018). Such a processing advantage could be related to stronger connections within the mental lexicon(s) of multilinguals, or a higher awareness of word root semantics, suffixes, prefixes, etc.

Cognates can be defined as potentials in the lexical material of different languages, i.e., as affordances (Singleton & Aronin, 2012). Otwinowska-Kasztelanic (2011) argues that the perception of cognates as affordances depends on the level of foreign language proficiency and the number of languages – her results show a higher level of productive cognate awareness in advanced multilinguals than in advanced bilinguals.

Based on the non-selective language activation hypothesis and the notion that multilinguals make use of the features cognates share on different representation levels within the mental lexicon(s), the main hypothesis is that learning foreign languages facilitates processing of cognates in an abstract register of the native language. Also, a higher level of crosslinguistic awareness could additionally influence the activation potential of those shared features during language processing in the native language.

Experimental data in this study will be collected by using EEG and eye tracking methodology, which will enable a more direct approach to semantic processing. The pretesting of the experimental stimuli includes an online semantic categorisation task. The experimental focus is on the influence of L2 knowledge on L1 comprehension in this abstract register. The ability to actively use L1 and L2 knowledge in written cognate production in L1, L2, and L3 is taken as a (pen-and-paper) measure of crosslinguistic awareness. The level of CLA will later be examined as a factor influencing the reduction of the N400 amplitude in L1 cognate processing.
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The role of input modality in L2 learning: The case of English adjective placement

Research on implicit L2 grammar acquisition so far was centred around the role of learning conditions. However, it is likely to be influenced by the input modality and the learners’ cognitive style. The present investigation aims to examine whether input modality (auditory vs visual) affects L2 implicit grammatical knowledge acquisition and to explore the modulating effect of cognitive style on the rate of emergence of L2 implicit knowledge in each encoding modality (Kim & Godfroid 2019).

Exploring implicit grammar acquisition is an optimal way to deepen our knowledge of the principles and mechanisms that are operating language acquisition. Right now, research knows little about implicit L2 learning. Individual differences have received little attention, despite its relevance for teaching (Rebuschat 2013; Leung & Williams 2011). Given that auditory input is central to both naturalistic and classroom L2 acquisition, it is crucial to determine how learners acquire language implicitly from auditory input.

For this project, data was collected from 2 groups of fifth graders. They were exposed to aural/ written input over eight sessions. The input texts were focusing on adjective placement in English. Subsequently, the students were presented with a sentence sorting task to test their knowledge and were asked to verbalise any rules or patterns they might have noticed while performing the task. The test battery also includes an English level test, the embedded figures and the Llama F language aptitude tasks¹.

It is hypothesised that the group trained with written input will develop more profound implicit knowledge since visual input permanence is assumed to be a critical advantage for beginning learners to develop implicit knowledge. Furthermore, higher scores in the language aptitude and the English level tests would predict the students’ ability to learn in an implicit teaching context. Finally, field-independency would mediate the acquisition of implicit knowledge in both input modalities.

The results are expected a) to reveal more about what can be learned as a mere result of exposure without explicit instruction; b) to contribute to a better understanding of how the input modality influences implicit learning; c) reveal more about the influence of prior knowledge, i.e. whether advanced learners are better in implicit learning. Finally, the relation between cognitive style and implicit learning skills is expected to contribute to the individual differences research (Cassidy 2012).

¹ Data was successfully collected from the aural group, and data collection from the written group is in progress.
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The production and comprehension of grammatical gender in Welsh-English bilinguals

Grammatical gender in Welsh is seen as a persistent area of difficulty in child bilingual acquisition as it is not encoded on determiners but with adjectives and various mutations. However, in adult control data from North Wales, the system is well-established (Binks & Thomas, 2019; Gathercole et al., 2001; Gathercole & Thomas, 2005; Thomas, 2001; Sharp, 2012; Thomas & Gathercole, 2005). This study extends these findings to include speakers from other parts of Wales to establish whether grammatical gender is as robust in speakers who are typically exposed to less incidental/environmental Welsh and to consider the effect of various individual differences. Our research questions are:

1. Do Welsh speaking adults have productive and receptive command of Welsh grammatical gender?
2. Do the following individual factors; dominance, proficiency and cognitive control affect the productive and receptive command of grammatical gender in Welsh speakers?

A battery of tasks was administered online using Gorilla, including the Bilingual Language Profile (BLP: Gertken et al., 2014), elicited imitation task (Deygers, 2020), comprehension task (Binks & Thomas, 2019), production task (Sharp, 2012), productive vocabulary task, Flanker task (Eriksen & Eriksen, 1974) and two cloze tests (English and Welsh). The comprehension task and production task were included to allow the comparison of results from previous studies carried out in North Wales. Data were collected from 40 self-reported Welsh/English participants (19 females; age: 19-64).

Overall group results show that the Welsh-English bilinguals have good productive command (M=74%, SD=15.6) and good receptive knowledge (M=77%, SD=18) of grammatical gender, but there is a wide range of scores (productive range=35-100%, receptive range=36-100%). In line with previous research, these findings suggest that the bilinguals have knowledge of the formal properties of the gender system in Welsh (Binks & Thomas, 2019; Sharp, 2012). Based on linear regression analyses, we found that language dominance scores predicted more of the variance in the production task (14.5%) and the comprehension task (16.5%) than any other individual factor, suggesting a relationship between language dominance and grammatical gender. A more detailed analysis will be presented, where we will focus on the individual factors that influence the production and comprehension of Welsh grammatical gender. We will discuss the implications of these results for Welsh and future areas of interest.
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We investigated lexical retrieval processes in bilinguals by exploring cross-language activation during L2 word recognition in child L2 learners. Four- to six-year-old L2 learners of English enrolled in a bilingual German-English kindergarten (N = 30, mean age = 5.7, SD = 0.7) participated in a visual world task using eye-tracking. They performed a word recognition task in which they had to decide which of two pictures displayed on a screen matched the previously heard L2 English word stimulus. The auditory stimuli were either German-English cognates (e.g., Baby/baby) or noncognates (e.g., Hund/dog), and the corresponding pictures were displayed with either a semantically related or a semantically unrelated competitor picture. The study aimed to explore (1) whether young learners of English activated their L1 during L2 word recognition of cognates and noncognates, and (2) in how far semantically related and unrelated contexts had an impact on L2 word recognition. The predictions were that the children would process (1) cognate words faster than noncognate words (i.e., show a cognate-facilitation effect – CFE; Bosma et al., 2016; Von Holzen et al., 2019), and (2) word stimuli presented with a semantically related competitor picture slower than items with unrelated competitors (i.e., show a semantic interference effect – SIE; Poarch et al., 2019; Vales & Fisher, 2019). Both behavioural (reaction times and accuracies) and eye-tracking data (target fixation proportions) yielded a significant cognate facilitation effect, indicating that the children’s performance was boosted by cognate words. Moreover, an effect of semantic interference from related items was found in the children’s eye movement data. However, the effect of word form exerted a comparatively stronger influence on L2 word recognition in these young L2 learners than semantic relatedness did. Additionally, a correlational analysis on the cognate and noncognate performance and the children’s executive function ability assessed in a Flanker task (Eriksen & Eriksen, 1974) was performed. The results revealed a significant positive correlation between noncognate performance and the Flanker effect (as index of cognitive control), suggesting that noncognate processing was facilitated by more enhanced cognitive control. Thus, the results suggest that cognate status exerts a stronger influence on the children’s word recognition than semantic relatedness and that the processing of non-overlapping translation equivalents benefits from better cognitive control.
The cognate facilitation effect and its role in second language rule learning

Introduction. According to Hopp’s (2014) Lexical Bottleneck Hypothesis, difficulties in second language (L2) lexical processing lead to non-target syntactic computations. In line with this hypothesis, cognates—which are processed faster than non-cognates, as defined by the cognate facilitation effect—ease L2 syntactic processing (Miller, 2014; Hopp, 2017). The current study used an original explicit learning paradigm to investigate whether cognates additionally facilitate L2 syntax learning. Our hypothesis claimed that the use of a cognate vocabulary eases L2 rule learning.

Method. We had 40 Spanish natives with no previous knowledge of Basque (age: 18-30) learn an artificial language drawing on that language. First, a pre-test corroborated that participants were not familiar with Basque. Then, they were randomly split into two groups. Each group explicitly learnt either 30 Spanish-Basque cognates or non-cognates (20 nouns and 10 verbs) and a case-marking rule yielding SOV and OSV sentences (see below for an example). Later, a sentence-picture matching task tested their ability to apply the rule (Fig. 1), assessed by accuracy rates and reaction times. A post-test made up of previously unheard cognate sentences used the same task to test whether non-cognate learners’ rule learning improved when the vocabulary became cognate with their native language.

Results. The findings of the study corroborated the hypothesis. While cognate and non-cognate learners’ performance was similar in the pre-test ($p > .05$), after being taught the vocabulary and the rule of the artificial language cognate learners significantly outperformed non-cognate learners in terms of accuracy and reaction times in the test and the post-test (both $p < .0001$). Furthermore, non-cognate learners’ performance significantly improved by 15% and 1.15 seconds ($p < .0001$) in the post-test.

Conclusions. This study sheds light on the highly overlooked relationship between lexical co-activation and syntax learning. More precisely, it shows, for the first time, that cognates facilitate L2 rule learning. This is attributed to the fact that retrieving non-cognates from the mental lexicon is more costly than retrieving cognates, and this causes non-cognate learners to dispose of fewer resources to learn a grammatical rule. These results align with the Lexical Bottleneck Hypothesis and further extend its postulates from L2 grammar processing to L2 grammar learning. The method and approach used in this study proved to be highly effective to test our research question.

Keywords: cognates, rule learning, vocabulary learning, explicit learning, artificial language
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In an ideal world, reactions and answers to ethical problems should be consistent irrespective of the medium through which the question or situation is presented. Yet recent research (Costa et al. 2014; Geipel, Hadjichristidis & Surian 2015, 2016; Cipolletti, McFarlane & Weissglass 2016; Corey et al. 2017; Hayakawa et al. 2017; Čavar & Tytus 2018; Brouwer 2019; Karataş 2019; Dylman & Champoux-Larsson 2019; Driver 2020) has shown that the same dilemma may elicit different moral judgements depending on the language in which it has been described.

Using a covert 2x2x2 experiment where 61 bilinguals were asked to translate (L1□□L2) a passage peppered with swearwords, we show that the picture is much more complex. While the results ostensibly corroborate the Emotion-Related Language Choice theory (according to which bilinguals find their L2 an easier medium of conveying content that evokes strong emotional reactivity; Kim & Starks 2008), the effect was only observed in the case of ethnophaulisms, that is expletives directed at social (out)groups. This indicates that the key factor modulating response strength is not so much the different emotional power associated with the respective languages, but social and cultural norms.

The orthogonal influence of the language medium on decisions, judgments and reactions has far-reaching consequences in our multilingual and multicultural world (not limited to such high-stakes scenarios as legal contexts).
I will present a number of studies looking at the online comprehension of spoken sentences with prosodically marked contrastive focus, for example “The conference takes place in [MARCH]”. In particular, I will concentrate on whether alternatives to the focused element (e.g., February, April, 2022) become activated in the listeners’ minds and how this can be measured. Both group effects and individual differences will be investigated. Data from neuroimaging, neurophysiological measures (event-related brain potentials) and behavioural data will be presented. I will discuss the respective merits and problems of these different types of data.
What are the potential and limits of establishing complex dialogue routines in interactive communication?

Speakers partaking in interactive communication are found to locally converge in terms of their linguistic representations, creating “local languages” (Garrod & Anderson 1987, p. 212). Pickering and Garrod’s (2004) Interactive Alignment Model describes the building of “dialogue routines”, i.e. interlocutors “are likely to use the same expressions, in the same way, to refer to the same things” (p. 182). These routines are argued to be established on the fly and stored – temporarily – in the mental lexicon (Pickering & Garrod, 2005). Abundant work in psycholinguistics has found that in repeated reference to novel stimuli (e.g. Tangram figures, Clark & Wilkes-Gibbs, 1986; Castillo, Smith & Branigan, 2019) or everyday items (e.g. types of shoes, Brennan & Clark, 1996), interlocutors quickly establish short descriptive labels – e.g. calling a Tangram figure the ice skater (Clark & Wilkes-Gibbs, 1986), or referring to a shoe as the penny-loafer (Brennan & Clark, 1996). The present study seeks to test the potential and limits of the establishment of dialogue routines, confronting interlocutors with complex sets of stimuli that contain 20 different types of either shirts or hats, or 10 of each. To what degree do interlocutors establish dialogue routines in repeated reference to complex sets of stimuli of the same basic type?

Spoken data were elicited in a referential communication task, in which 24 dyads of speakers took turns to describe visual stimuli in a matching cards game. Each stimulus must be referred to at least once to complete a game, and dyads completed the game four times. The lexical similarity of pairings of repeated reference to the same stimulus across rounds was measured using the Jaccard similarity coefficient, and presently the 25% most similar pairings of referring expressions are considered. Most of the highest similarity pairings are found between rounds 3 and 4 (193 of 339 pairings), with speakers establishing stronger routines the more frequently they refer to an item (cf. Brennan & Clark, 1996). While interlocutors produced such label-like dialogue routines as the lampshade hat or nipple hat, they also established longer routines such as the pink one with the purple band and a gold buckle – a complex noun phrase with multiple modifying elements. This study explores the potential and limits of establishing dialogue routines in a referential communication task in terms of their length and complexity, and the findings are related to the routines’ proposed storage as temporary entries of the mental lexicon.
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The influence of contextual features on the choice of the focus particle “auch” — A case of syntactic priming?

Analyses of additive particle like too, also or German auch (Krifka 1999, Reis & Rosengren 1997, Dimroth 2004, Sæbø 2004) assume that these particles establish an additive relation between their domain of application (DoA) and contextual alternatives. Thus, there is a close relation between the sentence holding the particle (2) and the context (1). At the same time, a context is necessary to define the particles DoA: The context in 1a) leads to an interpretation where the DoA of auch is [Maria] (2a), while the context in 1b) leads to an interpretation where the DoA is [Äpfel] (2b). In 2a), the DoA is the subject and auch is stressed. In 2b), the DoA is the object and auch is unstressed. There is a preference regarding the choice of the stressed/unstressed auch depending on the syntactic function of the DoA.

1. a) [Peter] isst Äpfel. (Peter is eating apples.)
   b) Maria isst [Birnen]. (Maria is eating pears.)
2. a) [Maria] isst AUCH Äpfel. (Maria is eating apples, too.)
   b) Maria ist auch [Äpfel]. (Maria is also eating apples.)

Despite this preference, the particle auch can be unstressed after the context 1a) is presented, as shown in 3). It is an open question why speaker chose one version over the other.

3) [Peter] isst Äpfel. Auch [Maria] isst Äpfel.

In two puzzle experiments, we examined the influence of contextual features on the choice of stressed/unstressed auch (20 participants/ 20 experimental, 40 filler sentences per experiment; DoA=subject). We manipulated the information structural status of the alternative (Peter). In Experiment 1, the alternative was the focus of the utterance due to the insertion of the focus particle nur (4). In Experiment 2, the alternative was the topic (5). After reading the context (utterance A), participants had to use the given words in order to assemble utterance B (6).

4) A: Peter und Maria hatten Appetit auf Obst. Ich wette, nur Peter hat Äpfel gegessen.
5) A: Peter und Maria hatten Appetit auf Obst. Ich wette, Peter hat Äpfel gegessen.
6) B: Ich glaube, dass ÄPFEL, AUCH, GEGESSEN, MARIA, HAT

The results show a general preference for stressed auch (77%). However, there was significant difference between Experiment 1 (alternative=focus) and Experiment 2 (Alternative=topic) (X²=4.1, df=1, p<0.05). The preference for stressed auch is lower when the alternative is the focus (72.6%) than when it is the topic of the utterance (82%). This indicates that contextual features have an influence. We discuss whether this can be explained by syntactic priming or whether the particle nur as an alternative to unstressed auch influences the choice of the stressed/unstressed auch.
It is reported that language development in children with Down syndrome (DS) is delayed and seems to display syndrome-specific characteristics, such as an expressive deficit compared to receptive language and syntax being more severely impaired than lexical skills. However, language abilities, especially regarding comprehension, seem to be mostly in line with cognitive development, which is usually impaired more or less severely due to the syndrome. This meta-analysis focused on studies investigating vocabulary development in children with DS with the MacArthur Communicative Development Inventories (CDI), a parent report questionnaire, and its international adaptations. The goal was to compare the vocabulary size of children with DS to that of typically developing (TD) children of the same chronological age (CA) and mental age (MA).

The results show that while children with DS have significantly smaller receptive and expressive vocabularies than TD children of the same CA, the difference in vocabulary size is not that large when comparing children with and without DS of the same MA. Furthermore, the difference was larger concerning vocabulary production than comprehension for both comparison groups. The respective effect sizes for CA-matches were Hedges’ $g = -2.65$ ($SE = 0.27, p < .0001$) for productive and Hedges’ $g = -1.86$ ($SE = 0.20, p < .0001$) for receptive vocabulary. For MA-matches, the effects were notably smaller with Hedges’ $g = -0.45$ ($SE = 0.10, p < .0001$) for vocabulary production and Hedges’ $g = -0.07$ ($SE = 0.13, p = 0.59$) for comprehension. Age only significantly influenced the effect for vocabulary production of groups matched on CA ($QM(df = 1) = 13.80, p = 0.0002$), indicating that the difference in vocabulary size increases with increasing age for that condition and subsample. Exploratory analyses examining a possible effect of language and, therefore, the different CDI adaptations did not render meaningful results since there were not enough data available for each language and subsample.

Altogether, the results support the assumption mentioned in the literature that there is a dissociation between receptive and expressive vocabulary. This has implications for support and intervention programs for children with DS since they should be addressed on their comprehensive rather than productive language level in order to challenge and enhance their receptive language skills adequately. Moreover, it is shown that vocabulary size, especially for comprehension, is nearly in line with general cognitive development.
In Stalnaker’s conversation model [1], asserting p is attempting to update the set of mutually accepted propositions, or Common Ground, with p. In contrast, presupposing q, typically by using a specific form, or presupposition trigger [2], involves calling on a proposition already in the Common Ground. However, introducing new information as if it were presupposed is a common conversational move [3] to which the hearer may respond by acting as if this new information is presupposed, or accommodating the presupposition, using a repair strategy that does not come into play for the comprehension of assertions. Experimental work on these theoretical classes has failed to consistently confirm them as cognitive realities [4;5] but a series of “misinformation effect” studies on suggestibility to content presupposed in leading questions shows that presupposed content may “sneak” into memory [6]. The present experiments aimed to compare assertion, “weak” presupposition, “strong” presupposition and conventional implicatures [7;8] in terms of their contribution to the Common Ground, using memory as a proxy, with the goal of detecting a potential specific effect of presupposed content on beliefs and representations. To this end, we constructed a short story containing 12 contents appearing in each of five forms: asserted, implicated, “strong” presupposed, “weak” presupposed and conventionally implicated. A 6th form served as a control for a lexical priming effect on recognition (“lexical”) by presenting different propositional content using similar lexemes. Conditions were a Delay of several days between reading and recall and a Distraction task during reading, as a proxy for the cognitive cost of the interpretation process. In Exp. 1, 500 native English speakers were attributed to one of 20 groups: 5 (Asserted, weak presupposed, strong presupposed, implicated, or Lexical) x Delay (0 or 1) x Distraction (0 or 1); and in Exp. 2, 240 participants were distributed into 18 groups in a within-subject design. In both experiments, recall for the target contents was tested with 21 four-choice questions (12 targets; 9 controls). Answers were modelled as a mixed effect logit function [9] of Form, Delay and Distraction. Participants remember the targets well above chance level across all forms (Fig. 1 & 2, p.37). In Exp. 1, with neither distraction nor delay, Form had a small but significant impact ($\chi^2 = 15.431, p = 0.001$), due to a contrast between the lesser recalled “weak presupposition”, and assertion and implicature (Fig. 1, p.37). The Distraction task had an important effect on recall ($\chi^2 = 22.584, p = 0.0004$) and lead Implicature to fall to the weak presupposition level. The effect of a delay is similar: overall, it reduces recall ($\chi^2 = 103.95, p < 2.2e-16$) and eliminates the distinction between weak presupposition and implicature ($p = .56$). In Exp. 2, none of the Forms influenced recall and all content was remembered above chance level, besides the lexical control, in all conditions (Fig. 1, p. 37). Participant variance is high in all conditions. Overall, the form in which content is introduced absent a previous context does not have a clear and consistent impact on recall. We find that, in terms of memory, integrating presupposed content cannot be said to be significantly different from understanding assertions, conversational implicatures or conventional implicatures.
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Example of experimental materials, Figure 1. Example experimental trial

Note. Given these two scenes, participants could potentially listen to four different sentences, two referring to the picture on the left—one SOV and one OSV—and the other two referring to the picture on the right—SOV or OSV. Depending on the sentence heard, participants had to choose either the right or the left picture.
Boxplot illustrating estimated effect sizes
Figure 1. Effect size Hedges’ g for comprehension and production each matched on both chronological age (CA) and mental age (MA). The dashed line indicates zero (no effect).
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Figure 2 Exp. 2. Effect of Form on Recall (left to right: assertion, conventional implicature, implicature, control, strong presupposition, weak presupposition); per condition (left to right): neither Distraction nor Delay; with a Distraction; with a Delay
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